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CSC’s solutions

Hosting services tailored to 
customers’ needs

Computing and software

Data management and analytics for 
research

Support and training for research

Research administration

Solutions for managing and 
organizing education

Solutions for learners and teachers

Solutions for educational and 
teaching cooperation 

Identity and authorisation

Management and use of data

ICT platforms, Funet network and 
data center functions

CSC – IT Center for Science

Non-profit special purpose 
company owned by the Finnish 
state (70%) and HEI (30%)

• World’s #3 
supercomputer

• Hosted by CSC
• Consortium of EC 

(EuroHPC JU) and 
11 EU countries

• Resource for whole 
ERA including 
industry

Volume 2023: ~89M€
Employees: 675 ( 28 Apr 2024) 



National Computing Services 
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• High-performance computing: Puhti and Mahti

oPuhti – BullSequana X400 Cluster with 

o 682 Intel Cascade Lake  CPU nodes, 1.8 Pflop/s

o 80 Nvidia Volta V100 GPUnodes, 2.7 Pflop/s

oMahti – Bull Sequana XH2000 with

o 1404 AMD AMD Rome CPUs nodes, 7.5 Pflop/s

o 24 Nvidia Ampere A100 GPU nodes, 2.0 Pflop/s

o SSH and www-interfaces

• Cloud services
o cPouta, ePouta and Rahti

• Object store: Allas

o Service for all of computing and cloud services, data can be 
shared to Internet – 12 PiB

• Kvasi – Quantum Learning Machine
o Quantum computing simulator

Allas Object Store

ePouta
private cloud

cPouta
cloud

Rahti
container 

cloud

Fast parallel storage

Puhti
Puhti-AI

Fast parallel storage

Mahti
Mahti-AI
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Services for Research Service Catalogue

https://research.csc.fi/service-catalog
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Snapshot April 2024
National resources: Billing Units
Lumi: Million hours
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Update of RI roadmap ongoing



Unique HPC 

Ecosystem

www.lumi-supercomputer.eu #lumisupercomputer #lumieurohpc

European flagship 
supercomputer
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LUMI is an HPE Cray EX Supercomputer



xa

xa

LUMI is one of the fastest supercomputers in the world
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AI
Data 

analytics2 x

380 PETAFLOP/S

SUSTAINED PERFORMANCE 

High-

performance 

computing

= performs 380 x 1015 calculations per second
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Modern architecture

LUMI-C:
x86 Partition

Supplementary CPU partition:

over 262,000
AMD EPYC CPU cores.

LUMI-O: 
Object Storage Service

30 PB 
encrypted object storage 
(Ceph) for storing, sharing 

and staging data.

LUMI-K:
Container Cloud Service

LUMI-Q:
Quantum Computing

LUMI-P:
Lustre Storage

80 PB 
parallel file system.

LUMI-G: 
GPU Partition

Sustained performance 

380 
Pflop/s powered by AMD 
Radeon Instinct™ MI250X GPUs.

LUMI-D: 
Data Analytics Partition

Interactive partition with

32 TB 
of memory and graphics GPUs for 
data analytics and visualization.

LUMI-F: 
Accelerated Storage

10 PB 
Flash-based storage layer with 
extreme I/O bandwidth of 
2 TB/s and IOPS capability.

High-speed 

interconnect
Possibility for combining 

different resources within 
a single run. HPE 

Slingshot technology.



Finland’s prime minister Sanna Marin and European Commission president Ursula von der 
Leyen inspect the inside of Helmi in October 2021. Photo: © Laura Kotila/Prime Minister’s 
Office

Accelerated Computing with Quantum
HPC + Quantum Computing
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LUMI–G (the GPU Partition of 380 PFlop/s)   

But it is “worse”, LUMI has 24 groups each of 124 nodes*

*except one group with 126 nodes (23*124+126=2978)

A Supercomputer is many layers of complexity



LUMI: Excess Heat Utilization Process Overview

DRY AIR COOLING 

FOR BACK UP

~ 10 MW

DISTRICT HEATING 

NETWORKS ~ 10 MW
-Renforsin Ranta Business Park

-CITY of Kajaani

HEAT EXCHANGERS HEAT PUMPS

HPC load

In addition of Direct Liquid Cooling there is 

approximately 1 MW of capacity for the air-cooled 

servers (e.g. storage and management servers). 

Heat pumps use renewable energy

Service demarcation point for the

excess heat utilization

57% of energy  is reused

+31 °C

+43 °C

+32 °C +44 °C

+80 °C
+58 °C

+32 °C +44 °C

Metric LUMI (values from 2023)

Free cooling PUE <1.05

PUE with heat re-use 1.31

Heat re-use COP 4

ERE 0.52

ERF 0.57 = 57%

Annual heat 

production
26,7 GWh

Reduced CO2 

emission

~ 2895 CO2 tonnes *

Source of electricity 100% hydroelectric 

power



LUMI data center White space

Cooling equipmentElectrical main equipment

M&E installations

LUMI facility overview

• 5800m² in three floors

• 800m² whitespace for IT devices

• Power capacity 15MW at full buildout

• 14 000m² free space for future expansions 

Data center cooling

• Mechanical cooling with 3 heat pumps 

with 7.2MW total cooling capacity and 

9MW of total heating capacity

• Free cooling, total capacity 10MW

• Air cooling installed capacity 1MW with 

N+1 redundancy

• 17°C inlet to CRAH units in whitespace

• Free cooling on chillers >15°C outside 

temperature

Showroom



The reliable high-speed data 

communications networks of the data 

center are designed specifically for HPC 

• LUMI research infrastructure is a direct part of 

the Nordic backbone

• Scalability for multi-terabit transmission needs

already today, and readiness for future

transmission technologies

• The Funet 2020 network supports the EuroHPC

installation perfectly without a need for 

additional investments

• The next-generation NORDUnet connects the

Kajaani LUMI site to GÉANT, ensuring European-

wide availability of any HPC resources installed

in Kajaani



LUMI timeline
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Data center

ready Q1/2021

System procurement: 

11/2019 – 08/2020

Q2-Q4/2021

1st phase 

Installation LUMI-

C, P, F, D and

Early Access 

Platform 

Q2/2022

Gradual 

deployment of 

LUMI-G and 

LUMI-G NIC 

upgrade

Q1/2023 

Final 

Configuration 

(LUMI-O, K)

General 

availability

Pilot use

In customer

use 01/01/2022
2
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Deadline for 

EuroHPC pre-

exascale call: 

03/2019

OPERATIONS



Key Numbers for LUMI as of “Today” April 11
Production during 2024

3462 Users consumed:

• 45.33 M GPUh

• 1.05 M CPUh

• 747207 QPU seconds

Total 23 824 GPU cores

Total 262 144 CPU cores
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Users come in many different flavours
Different expectations on what is efficient

or

Command line

Web interface



www.lumi-supercomputer.eu #lumisupercomputer #lumieurohpc

Enabling top research and scientific breakthroughs
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LUMI supercomputer is the first co-

investment ever of this scale in 

scientific computing.

The total budget of the EuroHPC

pre-exascale system in CSC’s data 

center in Kajaani is over 202 million 

Euros. Half of this funding comes 

from the EU and the other half from 

the consortium countries.
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A unique collaboration between eleven LUMI consortium countries

and the EU to build and operate a world-class supercomputer. 

LUMI research infrastructure provides a high-quality, cost-efficient 

and environmentally sustainable HPC ecosystem based on true 

European collaboration. 
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The consortium continues a solid tradition of collaboration in 

HPC training and education, user support and data 

management services.

The resources of LUMI will be allocated per the investments. 

The share of the EuroHPC JU (50%) will be allocated by a peer-

review process and available for all European researchers.

www.lumi-supercomputer.eu/get-started/

http://www.lumi-supercomputer.eu/get-started/
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LUMI supercomputer is hosted by the LUMI 

consortium. LUMI is located in CSC's data center 

in Kajaani, Finland.

CSC – IT Center for Science is a Finnish center of 

expertise in information technology owned by 

the Finnish state and higher education 

institutions. 

CSC provides internationally high-quality ICT 

expert services for higher education institutions, 

research institutes, culture, public administration 

and enterprises.



LUMI User Support

LUMI User Support and a centralized help-desk by the distributed 

LUMI User Support Team 

• The model is based on a network of dedicated LUMI experts: 

each partner provides one full-time person for the task

• User Support Team also provides end-user training, maintain 

the software portfolio and user documentation of the system



Boosts European competence and

business to the next level



High-
performance

Computing

2.5.2024 29

The convergence of High-

performance Computing, 

Artificial Intelligence and 

Data Analytics will be key for 

solving the great scientific 

and societal challenges.

Artificial    
Intelligence

Data 
Analytics



of LUMIs capacity

is reserved for 

European industry

and SMEs
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Up to 20%

• To boost innovation and new data-driven business 

in areas such as platform economy and AI.

• LUMI world-class computing resources brings 

European RDI to the next level

• Unparalleled computing and data management 

capacities for researchers in academia both and 

industry opens up possibilities to address novel 

research questions

• LUMI research infrastructure positions Europe as 

one of the global leaders in supercomputing
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How will living conditions change 

when the climate is warming?

CLIMATE CHANGE
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Life Sciences

Advanced computing plays a key role in all levels of modern medicine and health, and will 

have tremendous impact for personalised medicine. 

Researchers are already able to rapidly identify genetic disease variants, and it will become 

possible to identify diseases that are caused by combinations of variants, with treatments 

and drugs tailored both to the individual patient and the exact state of the disease.
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TIME CRITICAL 

MODELLING
Fast-track for urgent 

computing needs in time- and 

mission-critical simulations, 

e.g., related to national or EU 

threat or other major crisis, 

e.g., pandemics. 
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ARTIFICIAL 

INTELLIGENCE

LUMI is a one of the worlds leading 

research platforms for AI. 

LUMI enables the convergence of 

high-performance computing, 

artificial intelligence, and high-

performance data analytics.



www.lumi-supercomputer.eu #lumisupercomputer #lumieurohpc

Promoting the European Green Deal



A vibrant data center ecosystem in Kajaani
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Award-winning LUMI data center
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What makes LUMI a success story?

Collaboration Sustainable future Societal impact 



www.lumi-supercomputer.eu

contact@lumi-supercomputer.eu

Follow us

X: @LUMIhpc

LinkedIn: LUMI supercomputer

YouTube: LUMI supercomputer

Per Öster

Director, Advanced Computing Facility

CSC – IT Center for Science

Per.Oster@csc.fi

https://www.lumi-supercomputer.eu/
mailto:contact@lumi-supercomputer.eu
https://twitter.com/LUMIhpc
https://www.linkedin.com/company/lumi-supercomputer
https://www.youtube.com/channel/UCb31KOJ6Wqu0sRpIRi_k8Mw

